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B. Project Summary

This is the one page summary.

C. Project Description: Globally Enabled Analysis Communities - DOVES

C.1. The Vision

Increasingly, large scientific collaborations rely on pooled computational resources to allow their members to analyze large quantities of data in ways that have not previously been possible.  Examples include the fields of genomics, climatology, astronomy and particle physics.   In terms of the access to data, these (often international) collaborations have similar organizational structures.  Large common datasets are compiled as part of the primary scientific effort, where  the entire collaboration has access to these data along with common computer resources. Although the collaboration at large provides these pooled resources, the main engine driving scientific discovery comes from many independent analysis groups belonging to the collaboration.  To set the scope, the collaborations may have upward of 2000 members, but analysis groups may only consist of five to ten individuals.  The anlysis groups access relevant subsets of the data, and apply their own analysis techniques to derive publishable results.   Once a result is deemed interesting, an analysis group will submit its findings to the overall collaboration as part of a review process.  

We outline below a number of crucial issues that need to be addressed in order for large collaborations to function efficiently.  Here the issues of reproducibility and validity of results, along with access to computing resources for analysis groups are common.  The increasing reliance on computing resources in these collaboration mandates a set of tools that allow analysis groups to work productively.  We propose to construct a tookit to allow analysis groups to work productively in a distributed (grid) environment.

As is well known, the reproducibility of results is central to scientific validation.  In the context of a collaboration that relies on analysis groups mining large datasets and creating new, derived datasets, the verification process relies on the creation of a clear “backtrail” that other groups can imitate, and/or modify the original analysis. By backtrail, we mean that it is important to  capture  the complete set of parameters – input, output, configuration – used to generate the output data from the input  Frequently the end-point of one analysis can be the starting point of another analysis, which again relies on a clear path and reproducibility from the entire data set.  Often times, competing analysis groups will take identical data subsets and then analyze them in different ways, sometimes producing conflicting conclusions, emphasizing the need for a well understood validation process.

Frequently the process of validation breaks down.  Disenfranchised groups may be dismissed as irrelevant. Sloppy or fabricated analyses can frequently pass even a careful review within the collaboration, resulting in retractions and much wasted effort. Competing analysis groups may produce rival analyses on identical topics which may vary, and have to be merged.  Different groups may approach a problem with alternative approaches, yet the complementary analyses on one topic may have to be unified.    The context of all analyses is a critical piece of reproducibility, the review process and validation of results.  So far there has not been a formal environment or uniform set of standards by which the validity and context of the results of work by a private analysis group can be defined.

A second issue for analysis groups using pooled computational resources is the access to those resources (e.g. CPU and storage). These resources will be limited and the analysis groups will compete for them.  The very creation of analysis groups devoted to a specific topic allows a kind of pooling of resources (both human and computing) within the overall collaboration to allow them to claim a larger share of resources for their efforts.  Many times, groups with time pressure or important new ideas may not be able to access data or computing power in sufficient time to be competitive.  It should go without saying that conflicts frequently arise in the presence of heavy demands on limited resources.    Abuses of group resources are possible, and even the adjudication of the demands of legitimate users can be difficult. Until now, the allocation of resources has required much direct human intervention by experts.  If data analysis is to become truly democratic, much of the resource allocation must become automated. 

We identify two main computing activities of scientific collaborations: production and analysis.  In “production” methods of data collection, organization, transformations etc are all worked out in common, and a single, master dataset is made available to the entire collaboration.   In “analysis”, independent groups then access these data and make their own transformations to subsets of the data to produce their own derived data.  These data are then published to the overall collaboration at large, along with their transformation methods.

As a “meta-collaboration” of two large scientific collaborations, working jointly with computer scientists, we are proposing to construct a generalizable tookit that helps address the issues of validation of data, and the ability of independent analysis groups work within a large , computationally intensive collaborative environment.  In the process of constructing this tool kit, many important computer science issues must be addressed:

1. Data provenance: how one establishes the “trail” of transformations that lead to a given dataset produced by an analysis group.

2. Resource discovery and allocation: within the finite resources of a computing grid established to support both the production and analysis activities, how do resource allocations get adjudicated?  How can democratic access to resources be assured?  How do we maximize scientific productivity in this environment?

3. The human interface: in order to be successful, this toolkit must be readily implemented by analysis groups with little prior expertise.  Ideally, this package can be readily used for many purposes, including education activities beyond large collaborations (e.g. computationally intensive problems at the High School and undergraduate level).

This toolkit involves the creation and administration of dynamic workspaces to support analysis groups.   A dynamic workspace, as described below, incorporates the issues of resource and knowledge management to produce a readily deployed analysis environment that operates on computing grids.

C.2. The HEP Scientific Process  (~1 page)

How HEP physicists are doing analysis – not fourier transforms, this is a complex task  involving not only many software components at many different levels of capability and from many different sources, information of many different forms and structures from many different sources, levels of quality and timeliness. Significant person, and person-person, and group intellectual effort, communication and time as an integral part of the process.

Designing the data structures

e.g review and extend some of the ideas in Koen’s CMS document; Atlas analysis use case document; 

High energy physics collaborations have been working with computer scientists over time to act as a knowledgable user community to test new concepts which are of mutual benefit.  It is important to explain the how data are obtained and processed in these collaborations so that the one understands clearly the context and utility of the efforts being proposed here.

The Large Hadron Collider (LHC) is an accelerator located at the European Center for Nuclear Physics (CERN), and will be the highest energy accelerator in the world when it turns online.   Counter-rotating beams of protons are collided at the center of huge complex detectors.  The two primary detectors are the Compact Muon Solenoid (CMS) and A Toroidal LHC ApparatuS  (ATLAS)  experiments. These experiments each have approximately 2000 users.  In the collision point at the center of the detectors, very high density states of matter are created and were only seen in the very earliest phases after the big-bang.  One expects to produce exotic new forms of matter, some of which can be indications of the origin of mass, the origins of the different natures of the fundamental forces of nature, and even indications of the presence of heretofore hidden dimensions of space-time.

The particles coming from the collisions stream through the detectors, which consist of billions of channels of electronics which digitize the information.  Typically, the collisions occur at a rate of 40 megahertz, with the data content of each event corresponding to roughly 200 megabytes of data  (an “event” is the result of one collision).  Most of the interactions produced at the center of the detector are not significant in a scientific sense.  Only a small subset of these contain information that are pertinent to the scientific goals.  Given the immense data volume, and the need to select the relevant subset, a real-time selection process is employed called a trigger.  The trigger is a set of pre-programmed conditions employed in specialized processors that selects a subset of the events recorded in the detector.  Many different signatures of events are preprogrammed, as many different possible kinds of new particles or forces may be apparent in the data, and are used by different analysis communities who frequently have the responsibility for configuring the trigger, and monitoring its performance.

After the winnowing done by the trigger, actual rate of data written to hard storage media is 100-250 Hertz, with a typical event size of 1 to 2.5 megabytes.  Even with this winnowing, the integrated data volume will rapidly extend beyond Petabytes per year.   The initial data are termed “raw” - meaning that no pattern recognition algorithms have been employed to find the building blocks that allow physicists to analyze the data: charged particle tracks, clusters of energy, indications of violations of conservations laws (e.g. where momenta do not add up as expected) etc.   The raw data are streamed out to hard media and then undergo a procedure called reconstruction.   In reconstruction, charged particle tracks are found from patterns seen in detector subelements, energy deposits are clustered together.  Higher level objects corresponding to actual identified particles such as electrons, muons and quarks are found, and their properties (energy, momentum etc) are recorded for later use.

After the reconstruction stage, which is performed centrally, the data are then made available to the collaboration at large.  The present models for this is to distribution a set of Event Summary Data (ESD)consisting largely of the reconstructed data.  The ESD’s reside both at CERN and at  Regional Centers, large computing centers serving individual countries or large geographical areas.   At this stage, the analysis groups begin to access the data.    This phase of reconstruction and distribution of data is often termed “production” - meaning that the use of computing resources and the configuration of of these resources is centrally managed.  Another phase of production is the simulation of events in the detector.  CPU-intensive programs simulate the interactions of particles in the collisions, and the signatures observed in the detector.  The output of these simulations is a data set which mimics the raw data and can be used to develop algorithms for reconstruction.  Again, the central aspects of simulation and reconstruction come under the nomenclature of “production”.    

C.2.a. LHC Analysis  Communities

The specific community  (HEP) that is a "testbed" for this issue:
          a) LHC physics goals
          b) The nature of analysis work in HEP
          c) Extant grid efforts in HEP
          d) Ventures on the horizon in HEP in computing
          e) The missing pieces (of which this is one)
Analysis groups operate on a number of different levels.  Within the entire collaboration, a formal set of analysis groups are establish which serve multiple roles: they establish the trigger criteria, decide on the nature of the reconstruction algorithms and provide the working tools for analysis in specific domains.  These also serve as the forum where individuals or groups present their preliminary results for discussion. There may be as many as ten or more formal analysis groups per collaboration.  The real work, or engine of discovery happens in independent analysis groups, where a kind of scientific entrepreneurship is highly active.  In these groups, new algorithms are developed, new ways of analyzing the data are tested, new ways of separating out the data are toyed with.  The real scientific “core” of a large collaboration lies in analysis groups.

We estimate that, for each experiment, approximately 100 independent groups across the globe will be working on their own analyses.   These groups will all need to access the primary data set, and produce smaller subsets that will then be carefully analyzed, but in different ways.  The analysis groups need to be able to simulate data (very CPU intensive), and analyze the simulated data in the same fashion as the real data to be able to establish the validity of their results.   In a sense, the independent analysis groups perform the same tasks as production over and over again, but with a subset of the data.  So, one has a large multiplicity of independent analysis groups using pooled computing resources, with the challenge for the collaboration as a whole to allocate resources in a limited environment, and ensure both a context and a method to validate and reproduce the findings of any private analysis group.

C.2.b. Grid Computing in High Energy Physics

Grid computing has been employed by these large collaborations as a successful partnership with computer scientists.  It’s important to note many of the successes to date.

Both the ATLAS and CMS experiments have employed tools and concepts provided by the GriPhyN collaboration, created a testbed of computing centers, supported by the iVDGL collaboration, and integrated middleware into the experimental applications through the support of the PPDG collaboration.   These groups are primarly supporting U.S. computer scientists and physicists.  In the European Union, the European Data Grid project provides a set of complementary, higher level tools that build on many of the US derived middleware products (Globus, Condor, etc.).  The EU funded initiatives focus on higher-level management of replica services and resource brokers, to name a few.   In addition to these, many countries are providing funding for grid initiatives (PPARC in the UK for example).  Where all these initiatives meet for the LHC is in the international experiments and in a central group, the LHC Computing Grid Project (LCG), which makes decisions and supports development of common application software (such as database configurations), selection of grid middleware, development of higher level grid services, and establishment of protocols.   The first deployment of an LCG grid is expected in the summer of 2003.

Already, US groups, EU groups (especially NorduGrid, a group from the Scandinavian countries have had successes in doing production running on grids, employing concepts such as virtual organizations, metadata cataloging, replica management, job scheduling, grid portals and resource brokering.   Much has been learned 
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Figure 1: The nature of production for the entire collaboration and how independent analysis groups access these data and publish their results.

from this early prototype work: the topology of the grids can be quite important: the location and mirroring of metadata servers, gatekeepers that serve as portals to computing clusters, the number and kind of resource brokers are all issues that are being addressed.  The international experiments are now using these grids for their production needs: creating large datasets from simulations which are then passed through the reconstruction phase. 

There are a number of important missing pieces that are required to reach full operational support of the computing needs of these collaborations, where we look to further partnerships with computer scientists and the relevant funding agencies:

1. Incorporation of monitoring tools, and means of simulating different grid topologies.

2. Hardening and long term support of middleware and higher level products - in particular automated and reliable software deployment and installation. 

3. Troubleshooting

4. End-to-end networking performance (the last mile)

5. Support of private analysis groups - with the topics of resource allocation in a limited environment and the “context” and “validation” of data as these relate to the overall collaboration.

6. Collaborative tools that make long-distance collaboration possible in a global scientific environment.

There are other important pieces of the overall computing infrastructure that we have and anticipate further support from physics funding sources:

7. Creation and support of application software, including the necessary infrastructure that can work in both a grid environment, and in the more conventional local computing environments.

8. Creation and support of simulation and reconstruction software.

9. Support of computing centers - the primary center at CERN, a set of regional centers which act as local repositories of data, and clusters of Tier 2 centers.

This is more thoroughly described as part of the supporting documentation (see reference)

C.3. Other Science Examples 
needs some discussion? Is this the right place and do we need them all.- a few sentences for each max.
            i) HEP – is HEP done above? Is it needed here?
           ii) Biology – do we need all these? Do we have ideas of who would write these given it needs to be correct  and have some indepth understanding? 
          iii) Medicine  - 
          iv) Climatology – or Earth system science UofC-CS could look into this? 
          v) Astronomy – yes, Fermi will do this one.
(and … Explain why this is not a Grid project. )
C.4. Scope of the Proposal 

A concise definition of the areas that we will be attacking

 a) The use of analysis groups as development testbed b)  A high level description of the deliverables and how this addresses the problem
C.4.a. What we are going to build

C.4.b. What we are going to do

C.4.c. How we are going to work
We propose to construct a generalizable toolkit to enable analysis groups function efficiently in the context of large collaborations.  We assume that a basic set of grid services exists on which we can build this package.  These grid services are being actively used and developed for production in large collaborations. 

We intend to continue in the model of the successful partnership of computer scientists and physicists to produce an environment and set of tools that allow these private analysis groups to effectively function in the overall grid environment with both limited resources and the question of the context and validity of the data addressed.  We believe that if done properly, these tools and concepts should be immediately applicable to other scientific collaborations facing the same issues.

In order to be effective in the development process, we are identifying groups that will effectively function as independent analysis groups, and use these groups to test the tools developed from this proposal in an iterative fashion.  With a substantial testbed already existing, we propose to have these groups work in this environment in a way that mimics  the actual analysis activities that will occur when the experiments actively take data (2007 and beyond).   This testing provides the only way of ensuring that there is a close collaboration between the needs of the analysis groups and the computer scientists they are collaborating with.  We are proposing to have roughly three analysis groups each in the US ATLAS and US CMS collaborations, with local computer scientists involved in the development of concepts and tools that will support the private analysis model outlined above and address the problems described.

Extensions of grid concepts are needed in order to function at the scale we envision. These include issues of metadata, where information may be nested, and have to be merged,virtual organizations which are themselves part of a larger virtual organization will have to be managed, allowing more dynamic resource allocation strategies, and flexible topologies for Grid services.  

The central computer science issues we propose to address in this context are:

1. Knowledge management - as described above - establishing the context for the   analysis groups to manage their analyses, retain the back-trail to the data, allowing the collaboration to establish the validity and reproducibility, and incorporate new tools resulting from these groups.  

2. Resource allocation: being able to have a dynamic configuration of the important fabric components of gatekeepers, metadata servers, resource brokers and computing clusters. This may include better monitoring, predictions and expression of policy of the underlying services.  The environment in which analysis groups work is a dynamic workspace: one where the analysis groups can dynamically change the priorities of tasks e.g. based on the importance of the results for an upcoming conference, to complete priority work on time. 

3. The human interface: allowing groups to cleanly navigate the complex datasets, and configure their private grids that belong to the larger collaboration based grids.

The toolkit will consist of all three areas integrated together to allow a new group to rapidly engage in analysis activities, with very little expert knowledge of the grid fabric or middleware.   Toolkit developments will use OGSA standards, and will , in fact require extensions in order to support these activities.  The three domains of computer science work will be closely coordinated to ensure a workable package.  A central architect will have the job of assembling the components in successive releases.  The analysis groups will then integrate the tools with their applications and then test them in a common grid environment.  After this testing phase, feedback will be made to the developers.  It should be noted that many computer science innovation, or applications of new CS concepts will have to be tested as part of this enterprise.

C.5.  Research Component Deliverables

We discuss below the three main research component deliverables:
C.5.a. Knowledge Management

New ideas in Knowledge Management are essential for supporting the independent analysis communities for large collaborations due to the complexity and magnitude of the metadata and analysis methods.  New tools need to be created for data handling, workflow generation and data provenance.   The scope of metadata as described here includes that needed for indexing, a data dictionary, ontologies for importing non-standard datasets, schema, operational statistics, provenance and workflow specification. 

Since the enterprise of analysis involves the creation and application of new algorithms and data types, most analysis groups will need to modify the metadata schema itself, perhaps many times over.   Publishing of this local metadata changes with the global environment upon completion of the task involves validation and conflict resolution.  Tools for concurrent modification of software repositories are in widespread use.  However, concurrent database modification schema by a multitude of local workspaces presents new challenges.

Beyond the challenges of dynamic composition and resource management, supporting dynamic workspaces requires us to develop the concept of a self describing analysis artifact,  as a fundamental unit of sharing and collaboration in this environment.  Researchers must be able to share their results, all the way down to the datasets and how they were processed to arrive at the results.  Self-describing analysis artifacts must encapsulate not just the static description of a dataset, or even the signature of a program, but the whole history of a dataset and its analysis.  This history must be captured in sufficient detail to enable anyone to replay history, and either replicate results or pinpoint changes (e.g. unavailability of some version of a program used in the analysis) that prevent exact replication.  The collaborative environment we must deal with makes this goal difficult to achieve: datasets are continually evolving, analysis requires complex software that is being constantly modified (e.g bug fixed and new features), and analysis chains are becoming increasingly complex.  

We will concentrate on developing an XML-based framework for analysis artifacts.  The power of XML tags for describing the semantics of data is widely recognized, but to realize potential benefits in any given domain requires significant effort, and is also well-recognized.  In the context of dynamic workspaces for large collaborations, this requires us to develop ontologies, and a description methodology that uses these ontologies for the key concepts involved in describing the provenance of analysis artifacts in this domain.   This includes the appropriate subsets of data and the history of analysis, taking into account the semantics of the applications employed and the parameters that determine their behavior.  Given such a descriptive framework, we need to develop algorithms that can reason with the description of an artifact’s history, and “compile” this history into an executable plan in the dynamic workspace’s computing environment.  Furthermore, when the history cannot be replicated, we must be able to identify the changes to the underlying data or environment that make this so.

While this requires some degree of uniformity and agreement in establishing the underlying description framework, it will empower individuals and groups world-wide to create widely differing analyses and share them with other groups in a way hitherto impossible. 
C.5.b. Dynamic Workspaces and resource allocation

Many of the dynamic workspace knowledge and resource management tools needed to build this environment are not available at this time.  Development of these tools and integrating them to build a rapid response dynamic environment is of general interest beyond the high-energy physics community.  An example is the environment needed for image guided adaptive radiotherapy[ref].

While there has been prior work (by us and others) that addresses some of the barriers to developing dynamic workspaces, notably in the areas of data provenance and schema integration, a unique and absolutely essential aspect is the inclusion of time-varying computing resources together with data in the scope of the resources that we must track and integrate.  We propose to develop and implement novel resource management tools required to prototype and then build a rapid response dynamic workspace environment by integrating local private grids and knowledge repositories at Universities and laboratories with large globally distributed computing resources.  We will draw upon the resources and knowledge capabilities being built for the LHC community, but with an eye toward the general applicability of these tools. 

Whereas independent analysis groups around the world are most expert at carrying out their own analysis tasks, it is unlikely that they can dedicate the level of resources needed to execute their tasks in a timely fashion.  Therefore, it is necessary for these groups to integrate their local private grid with the globally distributed resources and build a workspace dynamically.  Such a workspace should be able to provide required resourced, e.g. 105 CPU-days on GHz processors in a few days.  To avoid loss of time waiting for resources to become available, the task also demands a latency of a few hours before jobs begin processing.  Since it is unlikely that there will be idle resources waiting on such tasks, it is necessary to preempt lower priority jobs and dynamically allocate the resources to higher priority jobs for the necessary period of time. 

There are four primary areas that support the resource needs of dynamic work spaces in a distributed computing environment: 1.)  resource usage prediction,  2.) resource discovery, local 3.) resource management and 4.) distributed storage.  We propose to use the emerging OGSA standards and existing tools to create a framework that functions in heterogeneous computing environment to allow analysis groups to claim the necessary resources for their analysis, but to secure the system against “freeriders” who may try to game the system for their own needs.   

The prediction, planning and execution mechanisms created by groups such as GriPhyN and the European Data Grid will have to be extended to a very low latency regime in order to meet the needs of analysis groups, particularly ones that depend on interactive efforts.   The long-term nature of many analysis problems will dictate that we explore new mechanisms for the allocation of computations and their associated storage resources.  This coupling of transferable execution mechanisms with the necessary replication of datasets had not been considered in previous Grid work and constitutes a new research avenue. 

C.5.c. The human-computer interface

Support of analysis groups in large collaborations must capture the actual process of scientific work in order to be successful.   Our concepts for the support environment include facilities for managing group membership, for discovering the existence of groups focusing on specific types of activities, and for quickly creating new groups for activities ranging from long-term multi-year activities to short lived groups that are started and finished in an afternoon.

Part of our effort will involve research into the roles played by, and the tools needed for the capture of social process and protocol involved in various data analysis activities.  A prime example of a protocol is the publication review and approval procedures.  These can be abstracted, formalized , cataloged and activated to drive collaborative procedures and workflow.

A significant amount of attention must be paid to the ease of use and to the visual environment in which researchers will spend a significant amount of time.  Tools such as browsers and composers for virtual data declarations and knowledge specifications will be designed and deployed, together with the underlying integration languages and scripting techniques that can bridge the gaps between exploratory interactive work and analysis procedures that need to be scripted for reusability and reproducibility.  We seek to remove the barrier that typically exist between visual tools and scripting languages, and make it possible to capture a sequence of operations that were entered visually, into a script and replay that script later, or build powerful and reproducible batch operations from it.

We seek to make the navigation and discovery of data from published analysis work readily available to all members of the collaboration.  This search and discovery mechanism borrows much from the peer-to-peer model of computing.  We feel that this can be readily augmented to produce an environment which allows even neophyte users to perform advanced data queries.

Our environment will consist of integration mechanisms for unifying a wide variety of end-user tools, existing and new, graphical and textual, into the environment.  We envision the design and implementation of a unifying integration language with bindings to multiple scripting and programming languages to facilitate this level of tool integration.  

In the area of resources, we envisage a series of tools on the workspace that enable the researcher to track, interact with and control grid reques over widely distributed computing resources.  The tools should allow the user to accurately predict the resources his/her request will require to complete, the likely time the request will be finished, and help choose the most efficient course of action.

C.6. Models

A preamble, describing the intersection of Grid and P2P models

Describe the problem space and where Grid and P2P models apply

 i) Why this problem lies at this intersection, what does it mean

ii) What existing work in these areas is relevant to the
problem of analysis communities

and…
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