B. Project Summary

We propose to research, develop, test and deploy Grid-based information technologies that will enable small, distributed research teams within organized scientific and engineering communities to create and manage “dynamic workspaces” in which community-wide information technology (IT) and knowledge resources will be rapidly harnessed for collaborative research and discovery by team members.  In so doing, we will create the first IT infrastructure that comprehensively supports the scientific discovery process as it is actually practiced in large collaborations or enterprises, where small teams of researchers work in entrepreneurial ways within the larger community to follow a particular research direction, acquire IT resources to pursue that work, reproduce and validate intermediate findings, and publish their results.  The automatic tools and human interfaces provided by dynamic workspaces will dramatically enhance the efficiency and reliability of each of these steps, while providing a democratic infrastructure where the intellectual contributions of all team members, even those in small institutions or remote locations, compete equally for incorporation.

While conceptually similar to private Grids, dynamic workspaces operate within and utilize the Grid-based computational infrastructure of a large scientific enterprise (typically an organization or experiment), and provide several revolutionary features: (1) facilities for swiftly acquiring and managing community IT resources for use by team members; (2) tools for discovering and capturing community-wide knowledge resources for team use and merging team-generated software, information and data products with those of other teams for use by the wider organization and even outside parties; (3) visual interfaces to these powerful services that hide the underlying complexity of the toolkits and their underlying Grid infrastructures.

Developing and deploying the necessary dynamic workspace toolkits presents many technical challenges that require a coordinated approach emphasizing computer science research and a demanding target scientific community.  Our DOVES (Dynamic glObal Virtual Environment for Science) collaboration, consisting of leading computer scientists and high-energy experimental physicists with extensive computing experience, recognizes these challenges and has developed a full program of research, software development, testing and deployment.  The DOVES program of work includes the following broad aspects.

Computer science: The computer science research effort has three major thrusts: (1) Develop novel composition, navigation, discovery and collaboration services for conducting scientific analysis that efficiently utilize large-scale and complex provenance information generated by existing workflow systems; (2) Develop novel resource monitoring, allocation and management services that maximize the overall scientific productivity from the community wide resources while meeting quality of service guarantees made for each request; and (3) Develop visual interfaces that allow novices and experts alike to navigate through large amounts of complex  information and to effectively utilize the underlying system functionality; and machine readable interfaces that allow for easy integration with existing community toolkits.

Target community: Our early-adopter scientific community consists of two major collaborations of experimental High Energy Physics experiments at the Large Hadron Collider (LHC) at the CERN laboratory, in Geneva, Switzerland.  These collaborations represent an ideal target community because they face unprecedented challenges in accessing, processing, and sharing Petabyte-scale data using Petaflop-scale computing resources, and because they have already successfully developed and deployed today’s most ambitious Grid systems [1,2,3,4] in cooperation with leading computer scientists in the US and Europe.

Collaboration: We will build on existing foundations laid by other projects such as Globus, Condor and GriPhyN and collaborate with other Grid projects, particularly GriPhyN, which is developing virtual data technologies that this proposal will leverage, and the GECSR collaboration which is developing collaboratory tools in support of small analysis teams using the same target community.

Dissemination: Our dissemination plan is designed to maximize the impact of our work on other scientific and engineering disciplines.  The dynamic workspace toolkits will be made available through GriPhyN’s Virtual Data Toolkit (VDT), which has successfully reached the gravitational and astronomical communities and which is expected to reach other disciplines in 2003.  We will also create an OpenScience Board that will serve as an information exchange point to help other disciplines adopt the dynamic workspace tools that we will develop in this proposal. [PA: Need something about international here, including South America.]

Education and Outreach: The resource and knowledge management tools that support dynamic workspaces provide a unique and powerful E/O mechanism.  Specifically, experiment resources will be made available for teams of high school teachers, high school students and college students, including those from minority institutions and underrepresented groups, to carry out analysis activities within dynamic workspaces of their own creation.  Furthermore, we will exploit several existing education/outreach programs to make these tools available to the largest number of students possible.  The metadata tools also provide a powerful window on the scientific discovery process that can be used by other scientists within a scientific enterprise, as well as interested groups outside the community, including administrators, high school students and teachers, college students, funding agencies and the general public.

C. Project Description

C.1. The Vision: Globally Enabled Analysis Communities - DOVES

We propose to research, develop, test and deploy Grid-based information technologies that will enable small, distributed research teams within organized scientific and engineering communities to create and manage “dynamic workspaces” in which community-wide computing and knowledge resources will be rapidly harnessed for collaborative research and discovery by team members.  In so doing, we will create the first information technology (IT) infrastructure that comprehensively supports the scientific discovery process as it is actually practiced in large collaborations or enterprises, where small teams of researchers work in entrepreneurial ways within the larger community to follow a particular research direction, acquire IT resources to pursue that work, reproduce and validate intermediate findings, and publish their results.  The automatic tools and human interfaces provided by dynamic workspaces will dramatically enhance the efficiency and reliability of each of these steps, while providing a democratic infrastructure where the intellectual contributions of all team members, even those in small institutions or remote locations, compete equally for incorporation.

While conceptually similar to private Grids, dynamic workspaces operate within and utilize the Grid-based computational infrastructure of a large scientific enterprise (typically an organization or experiment), and provide several revolutionary features: (1) facilities for swiftly acquiring and managing community IT resources for use by team members; (2) tools for discovering and capturing community-wide knowledge resources for team use and merging team-generated software, information and data products with those of other teams for use by the wider organization and even outside parties; (3) visual interfaces to these powerful services that hide the underlying complexity of the toolkits and their underlying Grid infrastructures.

Developing and deploying the necessary dynamic workspace toolkits presents many technical challenges that require a coordinated approach emphasizing computer science research and a demanding target scientific community.  Our DOVES (Dynamic glObal Virtual Environment for Science) collaboration, consisting of leading computer scientists and high-energy experimental physicists with extensive computing experience, recognizes these challenges and has developed a full program of research, software development, testing and deployment.  The DOVES program of work includes the following broad aspects.

Computer science: The computer science research effort has three major thrusts: (1) Develop novel composition, navigation, discovery and collaboration services for conducting scientific analysis that efficiently utilize large-scale and complex provenance information generated by existing workflow systems; (2) Develop novel resource monitoring, allocation and management services that maximize the overall scientific productivity from the community wide resources while meeting quality of service guarantees made for each request; and (3) Develop visual interfaces that allow novices and experts alike to navigate through large amounts of complex  information and to effectively utilize the underlying system functionality; and machine readable interfaces that allow for easy integration with existing community toolkits.

 Target community: Our early-adopter scientific community consists of two major collaborations of experimental High Energy Physics experiments at the Large Hadron Collider (LHC) at the CERN laboratory, in Geneva, Switzerland.  These collaborations represent an ideal target community because they face unprecedented challenges in accessing, processing, and sharing Petabyte-scale data using Petaflop-scale computing resources, and because they have already successfully developed and deployed today’s most ambitious Grid systems [1,2,3,4] in cooperation with leading computer scientists in the US and Europe.  It should be noted that the meeting the global scale of their computing architectures presents unique computer science challenges, whose solution will provide key insights for other twenty-first century scientific and engineering disciplines, many of which already are, or will be later in the decade, international and even global in scale.  Examples include earthquake science, genomics, climatology and astronomy.

Collaboration: We will build on existing foundations laid by other projects such as Globus, Condor and GriPhyN and collaborate with other Grid projects, particularly GriPhyN, which is developing virtual data technologies that this proposal will leverage, and the GECSR collaboration which has submitted a proposal to the NSF Medium ITR program [ref] to develop collaboratory tools in support of small analysis teams using the same target community.

Dissemination: Our dissemination plan is designed to maximize the impact of our work on other scientific and engineering disciplines.  The dynamic workspace toolkits will be made available through GriPhyN’s Virtual Data Toolkit (VDT), which has successfully reached the gravitational and astronomical communities and which is expected to reach other disciplines in 2003.  We will also create an OpenScience Board that will serve as an information exchange point to help other disciplines adopt the dynamic workspace tools that we will develop in this proposal. [PA: Need something about international here, including South America.]

Education and Outreach: The resource and knowledge management tools that support dynamic workspaces provide a unique and powerful E/O mechanism.  Specifically, experiment resources will be made available for teams of high school teachers, high school students and college students, including those from minority institutions and underrepresented groups, to carry out analysis activities within dynamic workspaces of their own creation.  Furthermore, we will exploit several existing education/outreach programs to make these tools available to the largest number of students possible.  The metadata tools also provide a powerful window on the scientific discovery process that can be used by other scientists within a scientific enterprise, as well as interested groups outside the community, including administrators, high school students and teachers, college students, funding agencies and the general public.
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Figure 1: Integrated cyberinfrastructure services to enable new knowledge environments [6]. 
[PA: Need to redraw this diagram to number the pieces and eliminate the highlight around area (5).]

The recent report of the NSF Blue-Ribbon Advisor Panel on Cyberinfrastructure [6] identified five key service categories that will provide a foundation for the comprehensive knowledge environments that will enable individuals, teams and organizations to revolutionize scientific practice (Figure 1).  The high-energy and nuclear physics community has partly addressed the first four of these services, based largely on common underlying middleware, in the widespread deployment of grid-enabled high performance computing resources, through a number of data grid projects that will facilitate management of data, information and knowledge [7], through instruments that can easily be monitored remotely through eLogs and other interfaces, and through developing tools for Grid analysis environments [5].  Our DOVES proposal further addresses area 2 (Data, information, knowledge management services), area 4 (Interfaces, visualization services) and, in collaboration with the GECSR group, area 5 (Collaborative services) of the cyberinfrastructure to more fully realize a functionally complete research environment which supports science and which provides the means for the fair inclusion of intellectual contributions from all team members, including those having few resources or located in remote regions.
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