3. Other Science Examples (Greg, Mike, Jim)

While this proposal is driven by the increased size and complexity in the field of experimental high energy physics, this evolution is a natural trend seen in many fields of science.  In some cases, large international communities are involved in the design and construction of expensive facilities and in the analysis of the resulting complex data sets. 

In other cases, interdisciplinary research can be fostered by the exchange of large datasets among research groups in different fields.  For such communities to work together coherently, common data standards and access tools are essential.  

(a) Astronomy & Astrophysics

By necessity, major resources have been concentrated in a few large or unique instruments, including telescopes and satellite missions. For example, the Sloan Digital Sky Survey (SDSS) is a very ambitious large scale astronomical survey by an international collaboration of 200 PhD scientists from 13 institutions.  The collaboration which built the instrument will process about 15 TB of data to measure the positions and brightness of more than 100 million objects and the distances from earth to over a million objects through red-shifts seen in spectral observations.  The scale of this experiment is similar to many high energy physics experiments and effective access and use of the data by an international community is a key consideration. The SDSS is already one major component of the GryPhN project.

The US National Virtual Observatory aims to promote international data standards for large and diverse bodies of astronomical data as well as to provide standardized software tools for accessing and manipulating the data. The data and tools are made available to the entire astronomy community. This community is developing metadata standards including data provenance and is establishing close ties to supercomputer centers and data grids. 

(b) Climatology

Evidence for human influence of global climate has led to explosive growth of climate modeling and observation.  Studies over the past four years have used horizontal grid sizes of 300 km with 18 vertical levels and about 15 Terabytes of model data have been produced. Finer grids are needed for a better understanding of the carbon cycle as well as for understanding local climate extremes. During the next five years grid sizes will be reduced to 150 km horizontally with 30 vertical levels leading to data samples of a few Petabytes. At the same time large volumes of observed data will need to be compared with the simulations.  The need to work in a multidisciplinary fashion is also becoming apparent:  The data produced by these new climate models is expected to be useful to biologists, ecologists, as well as economists.

Organizations such as the Earth System Grid are involved in increasing the speed and efficiency of access to the data. For the simulation program to achieve its potential the data has to be made available to a large community of geographically distributed research teams. The size of the data sets and the dispersed community is very similar to high energy physics and it is clear that they are grappling with many of the same issues.

(c) Bioinformatics

Upcoming challenges in the field of computational biology include genome sequence analysis,  computational protein folding, pharmacogenomics, and other highly parallel computing applications that need Grid resources.  Research grids (Euogrid BioGrid, Asia-Pacific BioGrid, North Carolina BioGrid) have been initiated to study these problems.  Furthermore, the number of researchers involved in these projects is increasing, and there is already a need to share data among different research  groups and among sub-disciplines within the biological sciences.  It is the inherent complexity of biological data that distinguishes it from that of other sciences.  Support for structured wide-area sharing of data and data provenance proposed here will definitely have an impact.

From numerous scientific workshops it is has become clear that the large-scale proteomics facilities proposed to  the NSF, NIH and DOE will require high-throughput approaches to collecting data for improved understanding of the structure and function of proteins and multi-protein molecular machines. Over the course of the next ten years planned protein and proteomics facilities will generate large volumes of data that must be archived, indexed, integrated with existing large and small biological databases and made available to the biological research communities at large. An attractive framework to accomplish this is a distributed Data Grid that unifies the bioinformatics capabilities across all of the facilities involved. Prototype Data Grids for such applications are now being developed in close cooperation and coordination with the emerging facilities projects. This is an emerging area involving very large data samples which must be tracked and made accessible to a diverse community. Again it is a natural ally for the type of work described in this proposal.

(d) Chemistry

The Collaboratory for Multi-scale Chemical Sciences (CMCS) is an attempt to merge information from many sub-disciplines within the chemical sciences in an attempt to create knowledge, from quantum chemistry at the angstrom scale to macroscopic studies   of reaction dynamics in large samples at the centimeter scale.  CMCS will use metadata based information technologies to help researchers exchange information among subdisciplines.  

(e) Distributed Authoring

