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C.4. Scope of the Proposal 

A concise definition of the areas that we will be attacking

a) The use of analysis groups as development test bed

b) A high level description of the deliverables and how this addresses the problem.

C.4.a. What we are going to build
C.4.b  What are we going to do

C.4.c  How we are going to work 
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I think section C.4.c belongs to the management plan. 

The last two sections have motivated the need for a system to support geographically distributed, large-scale, data intensive scientific collaborations. We propose to design, develop and deploy Dynamic glObal Venues for eScience (DOVES), a framework that is capable of supporting hundreds of concurrent users for such an environment. In the following, we briefly describe the challenges required for building such a system; this description is based upon our experience and understanding of very large High Energy Physics collaborations, but can be applied to many other scientific disciplines.
Global: The initial target communities, ATLAS and CMS at LHC, encompass the largest scientific collaborations, each including 1,000s of physicists actively analyzing data from 100s of globally dispersed institutions and scores of US institutions. Globally distributed computing resources are being deployed to analyze data from these experiments. The Dynamic Distributed Services Architecture deployed in support of the DOVES working environments incorporates a number of basic characteristics that enable it to use these resources effectively, and operate resiliently on this unprecedented scale: multi-tasking, loosely coupled, self-discovering, cooperative, adaptive and self-healing. 


Dynamic: Views of workspaces, with authenticated knowledge repositories (data and algorithms), must be presented to the scientists in all world regions. These will need to be locally tailored for specific analyses but are linked logically to ensembles of resources and data flow paths of peer workspaces. These dynamic workspaces must perform data-intensive tasks on the fly where possible, or in the background with increasingly predictable times to completion. Network paths, resource assignments, and priorities must dynamically shift to maintain overall scientific research goals. Remedial actions to recover from inevitable resource failures, optimizations speed task execution, etc., must be dynamically optimized by workflow managers that marshal data from real-time monitoring systems.

Persistently Collaborative: DOVES Venues for experimental science will be profoundly collaborative and designed to support ongoing work in partnership with scientists at multiple sites through both desktop and room based collaboratory interfaces. Collaborative sessions will last hours and sometimes days to support an “open and persistent” mode of collaborative work. DOVES will be integrated with state of the art videoconferencing, desktop sharing, instant messaging, and remote instrumentation access tools for this purpose
. 

Communication Intensive: Data exchange in DOVES will be geared to operate stably and at high efficiency in the 0.1 to 10 Gigabit/sec speed range, based on recent proven developments on TCP protocol tuning and stack development by the HENP and computer science communities, to ensure high performance
. This will allow dynamic optimization of the DOVES working environment in terms of effective tradeoffs between remote data access and processing, and data transport of Gigabyte to Terabyte datasets that will enable more extensive use of local resources under local and regional control.  

Data Intensive:  The LHC experiments’ detectors will generate terabytes of raw data every day. The metadata generated from analysis of these large amounts of data is going to be of the order of gigabytes. All functionalities developed for the end user should be able to process large amounts of data that is physically distributed in a systematic fashion. 

Strategy and Policy Driven: In order to optimize the overall scientific productivity from the community wide resources while meeting quality of service guarantees made for each request and simultaneously steering the resource assignment decisions to match short-term as well as long term policies of the collaboration policies on resource sharing among multiple peer-groups and subgroups.
Agent Based: Software agents (within the DDSA), adaptable to heterogeneous conditions, provide interactive and automated decision-support, and eventually carry out autonomous decisions under the supervision of Workflow Managers.

Knowledge Based:  The scientists that are participating in the collaboration are interested in understanding prior work that has been conducted in their areas of interest or keeping abreast with hot topics in HEP. System should be able to provide them meaningful information about these request based on the information garnered within and between workspaces. Techniques for managing and fulfilling the 'persistent' and 'active' interests of individual collaboration groups in object published by other  groups is needed; such techniques will provide the monitoring and early  alerting needed for the 'active metadata' environment of DOVES. 

Distributed and Evolving Ontologies: HEP has its own ontology, i.e. specialized terms with specific meaning attached to the terms. Each collaboration will have their own refinements of the ontology. Furthermore, as the frontier keeps moving forward, new concepts, and terms will be created, and the meanings of existing terms often get refined – leading to evolving ontologies. To fulfill its objective of enabling distributed scientific collaborations, DOVES must thus provide capabilities for having distributed access to shared ontologies, as well as support for their evolutionary nature.

Pedagogical and Outreach Friendly:  Provide educators with tools to teach data analysis techniques, using past data as a guiding example and allowing students to “change history” by substituting their own analysis modules. Allow educators, students and media with a view of what is exciting in the world of High Energy Physics. Need for (auto) categorization of scientific analyses and corresponding tools for browsing through this information.

The following summarizes a list of capabilities that we expect to build in DOVES so that it can address the above challenges:

1. Knowledge Management: Capabilities that effectively manage metadata, provenance, schema evolution, and annotation of data available:
· Authoring scientific analyses: Methods for designing, composing and validating analyses workflows and corresponding provenance information.
· Analyses discovery and exploration: Methods for exploration of data underlying a given analyses and discovery of similar analyses using provenance information.

· Persistently collaborative analyses: Methods for check pointing, forking, synchronization, sharing and archival of analyses between and within workspaces.

· Large scale and evolving provenance and ontology information: Methods for storing and managing large amounts of evolving provenance and ontology information. Methods for fusing provenance information from multiple sources and resolving structural and semantic mismatches. 

2. Resource Management: Capabilities that create and manage dynamic workspaces and the grid resources and services of which they are comprised:
· Large scale globally distributed resource administration and monitoring: Administer and monitor globally distributed computing and data resources that are multi-tasking and loosely coupled.  Self-discovering, cooperative, adaptive and self-healing characteristics are necessary to scale and operate resiliently.
3. Strategy and policy driven resource management: Perform data-intensive tasks with differential qualities of service based on a community strategy and administrator provided policy. Network paths, resource assignments, and priorities must dynamically shift to maintain these objectives.
4. Human-Computer Interfaces: Paradigms and adaptation APIs to facilitate user and developer interactions with the system from the click of a mouse to programmatic access:
· Methods to access logical views of workspaces, with authenticated knowledge repositories (data and algorithms). 
· Locally tailored views for specific collaborations that linked logically to ensembles of resources and data flow paths of peer workspaces.

Recent advances in enabling infrastructures for distributed data and resource sharing, web services, and grid services, also inspire our vision of DOVES We propose to build upon these technologies to ensure openness and portability, extend and innovate around them to better match the needs of scientific collaborations, and influence their evolution in issues such as data provenance and dynamic resource allocation. New generations of Grid Services based upon the Open Grid Services Architecture (OGSA) will be used as they reach maturity and become widely adopted. A key challenge will be to architect DOVES so that it is easy to use and be able to readily accommodate these ongoing software standards.

(The other projects that we will leverage besides grids…?)

A high level architecture that describes the proposed DOVES Services and its relationship to grid infrastructure, related GriPhyN projects and existing HEP frameworks is presented in Figure 1. 

As shown in Figure 1, DOVES services fill a crucial gap between the grid infrastructure services and the Physics frameworks, such as Athena [], Ganga [], Root [], etc. Of the three layers comprising DOVES services, many services of the lower layer are provided by GriPhyN [] and related projects. There is still the need to build services for dynamic resource management and very large-scale metadata storage and access, which will be built on top of the extant grid services. Most novel DOVES services will be implemented in the middle layer, which has two main components, namely knowledge management and workspace management. The top layer of DOVES provides the user interface services that provide support for the Physics frameworks.


Figure 1. Relationship of DOVES with other Tools & Services.

We will refine the capabilities of DOVES as presented in the previous pages based on input from other scientific disciplines (cf. Section 3 and Section “Management”). We will continue in the model of the successful partnership of computer scientists and high-energy physicists; the team of investigators represents CS researchers and HEP scientists from LHS and CMS experiments that have strong current and past collaborations. CS researchers providing new concepts and directions for Grid-enabled eScience will team with physicists and software developers from the experiments in all aspects of the DOVES project.  Section.. (Management section) describes how these teams will help guarantee the migration of new technologies from inception to integration into experiment software. 

The DOVES Services will be implemented in the context of enabling computationally challenging auditable analyses of globally dispersed scientists of LHC experiments, ATLAS and CMS. These will also serve as the first test bed for the new capabilities developed. Interface specifications for experiment specific application frameworks and data models, which can be generalized to other eScience domains, will be developed in collaboration with ATLAS and CMS projects. These tools and concepts should be immediately applicable to other scientific collaborations facing the same issues.

In the next few sections we describe the novel CS challenges that we propose to research and related research that we will leverage to build these services.
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� See ITR: A Global Grid-Enabled Collaboratory for Scientific Research, NSF Proposal 0326569.


� For example Fast Active-queue-managed Scalable TCP (FAST). See � HYPERLINK "http://netlab.caltech.edu/FAST" ��http://netlab.caltech.edu/FAST� and


the Internet2 Land Speed Record at � HYPERLINK "http://www-iepm.slac.stanford.edu/lsr/" ��http://www-iepm.slac.stanford.edu/lsr/� 





