International Collaborations

High energy physics experiments have been constructed and operated and have published data as international collaborations for over four decades.  The sizes of these collaborations have grown significantly from a handful of members to over 2000 members per experiment for the LHC.  High energy physics may lead the sciences in the size of the collaborations, but this trend is clearly mirrored in other sciences, particularly those with large datasets that are developed and mined by the collaborations.  Typical of these sciences are the areas of climatology, genomics, proteonomics, and astronomy.  The need for efficient communication within high energy physics collaborations was the impetus for the development of the World Wide Web.   Currently, the needs of these collaborations are driving many of the developments in grid computing.

Although much of the strength in international collaborations has in the past come from Western European and North American countries, Russia, Japan and China, the breadth of high energy physics collaborations has expanded considerably.  The ATLAS Experiment has collaborating institutions in 34 countries, and the CMS Experiment has 36 countries collaborating.  In addition to the countries traditionally collaborating in high energy physics, these collaborations include Armenia, Azerbaijan, Belarus, Brazil, India, Korea, Morocco, Pakistan and Uzbekistan, to mention a few.  These experiments have taken the step from international to truly worldwide collaborations.  The challenge in this, as in any large international collaboration, is not to run into a situation of “haves” and “have-nots”.  This in itself is difficult because of the level of infrastructure (e.g. internet connectivity) in developing nations.   Nonetheless, the partitioning of work into analysis groups can ameliorate some of the problems of the democracy of data access.   We believe that the model of analysis groups laid out in the proposal can improve the ability of all countries to participate in a meaningful way in data analysis within large international collaborations which include more than just the industrialized nations.   

In an analysis of the productivity of large collaborating groups, a simple model of the productivity per member of a collaboration can be written as: 1,2
P1(n)/n  = G1(n-1) - C1n(n-1)
Here, the productivity, P1(n), of the nth member of the collaboration added, G1 is the productivity of any individual, and  C1 is the telecommunications cost between individuals in the collaboration.  The loss of productivity for a fixed telecommunications cost scales with the square of the number of individuals and results in an untenable situation for collaborations with a large number of members and/or high telecommunications costs.  This can be ameliorated2 when the collaboration consists of a number of analysis groups, which only incur the telecommunications cost among their members, and communicate results to the collaboration at large.  This latter model is one that has naturally evolved in the context of large high energy physics collaborations, and motivates the development of the toolkit described in this proposal.


In addition to the large number of collaborators and the worldwide scope, the amount of data that will be recorded will be very large (estimate?).  Yet the analysis should be carried out on an equal basis in all of the collaborating countries, with equal access to the data and all of the collaboration tools.  This proposal addresses the grid-based analysis that will make this possible.


As part of our education and outreach program, we intend to target a number of international groups, such as groups in Brazil and India to participate in the evaluation of the DOVE analysis environment.   The existing high-speed link between Brazil and Florida International University will be a very useful test case of the efficacy of these tools in developing a fully international community that can participate in high-profile analyses.

1,2 B. Drossel, Phys. Rev. Lett., 82, 21 p. 5144-5147 (June 1999), www.aps.org/units/FIP/march_aps_lerch.pdf








