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Memorandum of Understanding

Between  

International Virtual-Data Grid Laboratory, the

Sloan Digital Sky Survey, and the National Virtual Observatory Project
 <date signed>

1.
Introduction

This Memorandum of Understanding (MOU) describes the collaboration between the International Virtual-Data Grid Laboratory (iVDGL), the Sloan Digial Sky Survey (SDSS) and National Virtual Observatory (NVO). The purpose of this collaboration is to design, deploy, and operate  a prototype astronomical data grid. As neither the SDSS nor the NVO requires a functional data grid for the success of their respective projects, the collaboration is a research project only. The aim of this MOU is to describe the expectations reasonable to a research project of this size. 

There are two SDSS/NVO parties to this MOU. Fermilab’s Experimental Astrophysics Group operates the survey data production and distribution. John Hopkins’ SDSS group has maintained a long-term database research program and is part of the leadership of the NVO. The iVDGL program aims to construct a robust computational science laboratory based on a Grid paradigm. This MOU describes the joint aim to construct iVDGL sites at Johns Hokins and Fermilab that both participate in the larger iVDGL and explores the particular needs of an astronomical grid.

1.1 
Makers of the MOU

This Memorandum of Understanding is made between the iVDGL, the SDSS, and the NVO projects. It does not constitute a legal, contractual obligation on the part of any of the parties.  It reflects an arrangement that is currently satisfactory to the parties involved.  The parties agree to negotiate amendments to this memorandum as required.

2. 
Scope of the Project

The scope of our joint research program is set by the level of funding provided by the iVDGL. The iVDGL grant provides Fermilab with funds for approximately 0.5 FTE/yr, and JHU roughly 0.5 FTE/yr. The iVDGL provides hardware funds totaling approximately 50k to Fermilab in the first year, and 50k to JHU in the first year.

These totals reflect both the scale of what is possible within the iVDGL project at Fermilab and JHU, and what the level of commitment will be.

2.1 
The SDSS/NVO Responsibilities

The SDSS and NVO team members at Fermilab and JHU will purchase, construct and operate Linux compute clusters, aiming at average availabilities of 90% of more. The team members will install the software necessary to make these clusters iVDGL grid sites, and keep this software up to date.

2.2
The iVDGL Responsibilities

The iVDGL team will be responsible for providing the software necessary to turn Linux compute clusters into iVDGL grid sites. This will take the form of the Virtual Data Toolkit.

2.3 
Work Statements

The MOU will be supplemented by annual statements of work from the two SDSS/NVO institutions. This will detail specific activities that the SDSS/NVO institutions have performed in the current year and are planned  for the coming year. Included will be a comparison with the goals set out in the previous statement of work.

3.
The Prototype Astronomical Data Grid Facilities
The astronomical data grid covered by this agreement consists initially of two grid nodes, one at Fermilab and one at John Hopkins University. The grid nodes will consist of clusters of  computers running Linux and the associated iVDGL software. 

The Fermilab site will be optimized for analyzing large data sets. Analysis of the SDSS atlas images is the prototypical example. Other examples include galaxy cluster finding on the SDSS catalog data and analysis of the SDSS reduced frames. The design must take into account the needs of bringing multi-terabyte data sets to sufficient compute power to procure results in reasonable times.

The Johns Hopkins site will be optimized for analyzing large scale structure. Analysis of the SDSS Luminous Red Galaxy sample power spectrum is the prototypical example. Other samples include the power spectra of differing morphological types and correlation analyses of galaxies and quasars. The design must take into account the need to invert large matrices in such analyses.

Both sites shall maintain the clusters in operating condition, with availability times of  ≥ 90%.

4.
iVDGL Software
The astronomical grid sites will install the appropriate software produced and recommended by iVDGL. The iVDGL will use the Virtual Data Toolkit (VDT) as the standard deployment mechanism for software releases. An official release of the VDT software shall include well-documented user guides and programmer guides. 

The iVDGL team shall maintain a formal trouble reporting system that allows users to report, track, and close support issues. The iVDGL team shall maintain a formal hardware and software configuration management system. This configuration management system shall track software requirements and underpinnings, and track the configuration of the hardware and software required to operate. The iVDGL team will institute a 24/7 support mechanism to assist grid node operators users.

The iVDGL team shall assure the following, as necessary:

· Maintenance and management of grid certificates

· Maintenance of gird catalogs and metadata catalogs and associated repositories

· Planning, submitting, staging, running and publishing of jobs

· Resource planning and monitoring of disk /farm spaces, backups and mass storage spaces

5.
Joint Activities
Two necessary preconditions for a functioning astronomical data grid are that a monitoring process is in operation, and that there are applications to run. 

The monitoring of grid status will occur at two different layers. The first is at the grid node locations themselves, Fermilab and Johns Hopkins. This monitoring will focus on cluster availability. The second layer is at the Grid Operations Center. The monitoring there will focus on the availability of the grid node to the wider grid.

Applications will come both from the astronomers associated with the MOU partners and from the other experiments in the iVDGL. Given the limited resources available to the MOU partners, the SDSS and NVO teams cannot provide much support to the installation and maintenance of the other experiments grid application codes. Instead, the SDSS, NVO, and iVDGL teams will develop a code migration system based on a complete requirements description such as exists in UPS that automates the emplacement and removal of application codes on remote machines.

`

10.
Makers and Concurrence

The following persons concur in the terms of this Memorandum of Understanding.  These terms will be updated as appropriate in Amendments to this Memorandum.

Makers of this Memorandum:

Stephen Kent


          (date)
       Alexander Szalay


     (date)

Fermilab 

Johns Hopkins University
Paul Avery
 (date) 
Ian Foster
(date)

iVDGL Principal Investigator, U. of Florida

iVDGL Principal Investigator, U. of Chicago

John Peoples  
(date) 
Roy Williams
(date)

SDSS Chief Executive Officer, Fermilab     

NVO Principle Investigator, Caltech

Robert Hanisch
(date) 

(date)

NVO Project Manager, STScI

Administrative and Financial person
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